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Abstract: Genetic Algorithm (GA) is deployed for optimal design of configuration involved 
in GMDH-type neural networks which is used for modelling of centre deflection, hoop strain 
and thickness strain of explosive forming process. In this way, a new encoding scheme is 
presented to genetically design the generalized GMDH-type neural networks in which the 
connectivity configuration in such networks is not limited to adjacent layers.  
 
Keywords: Group Method of Data Handling (GMDH), Explosive forming, GAs. 
 
1. INTRODUCTION 

 
Explosive forming has been mostly used to form large and bulky components typically for 

military applications. Jet engine shroud was manufactured by Ryan aeronautical company by 
explosive forming [1]. Rohr Corp used this process to make gas turbine shroud, which 
involved a combination of stretch and draw forming [2]. Explosive forming allowed 
manufacture of many unique tabular shapes, composite tubes, nozzles and other space age 
components [3]. In addition explosive forming has also been used for tube plugging, tube 
expansion, replacements of tube ends, and forming components from welded performs [3]. 
     System identification techniques are applied in many fields in order to model and predict 
the behaviours of unknown and/or very complex systems based on given input-output data [4]. 
Theoretically, in order to model a system, it is required to understand the explicit mathematical 
input-output relationship precisely. Such explicit mathematical modelling is, however, very 
difficult and is not readily tractable in poorly understood systems. GMDH algorithm is self-
organizing approach by which gradually complicated models are generated based on the 
evaluation of their performances on a set of multi-input-single-output data pairs (Xi, yi) (i=1, 2, 
…, M). The main idea of GMDH is to build an analytical function in a feedforward network 
based on a quadratic node transfer function [4] whose coefficients are obtained using regression 
technique.  

Recently, genetic algorithms have been used in a feedforward GMDH-type neural network 
for each neuron searching its optimal set of connection with the preceding layer [5, 6]. In the 
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[6], authors have proposed a hybrid use of genetic algorithm for a simplified structure 
GMDH-type neural network in which the connections of neurons are restricted to adjacent layers. 
     In this paper, it is shown that GMDH-type neural network can effectively model and 
predict the centre deflection, hoop strain and thickness strain, each as a function of important 
input parameters in explosive forming process. In this way, genetic algorithms are deployed in 
a new approach to design the whole architecture of the GMDH-type neural networks, i.e., the 
number of neurons in each hidden layer and their connectivity configuration.  
 
2. MODELLING USING GMDH-TYPE NEURAL NNETWORKS 
 
     The formal definition of the identification problem is to find a function f̂ so that can be 

approximately used instead of actual one, f in order to predict output 
�
 for a given input vector 

X = (x1, x2, x3, …, xn) as close as possible to its actual output y. Therefore, given M 
observation of multi-input-single-output data pairs so that 
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It is now possible to train a GMDH-type neural network to predict the output values 
���

 for any 
given input vector X = (xi1, xi2, xi3, …, xin), that is 
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The problem is now to determine a GMDH-type neural network so that the square of 
difference between the actual output and the predicted one is minimised, that is 
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General connection between inputs and output variables can be expressed by a complicated 
discrete form of the Volterra functional series in the form of 
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which is known as the Kolmogorov-Gabor polynomial [4, 7]. This full form of mathematical 
description can be represented by a system of partial quadratic polynomials consisting of only 
two variables (neurons) in the form of 
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The coefficient ai in equation (5) are calculated using regression techniques [4, 7, 8] so that 
the difference between actual output, y, and the calculated one, ŷ , for each pair of xi, xj, as 
input variables is minimized. In this way, the coefficients of each quadratic function Gjare 
obtained to optimally fit the output in the whole set of input-output data pair, that is 
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The application of least-squares methods and SVD techniques for multi-regression analysis to 
find the coefficient embodied in equation (5) in order to minimize equation (6) has been 
thoroughly given in [6]. 
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3. THE GENOME REPRESENTATION OF GS-GMDH NEURAL NETWORKS  
 
     In the General Structural GMDH (GS-GMDH) neural networks, neurons connections can 
occur between different layers which are not necessarily very adjacent ones, unlike the CS-
GMDH neural networks in which such connections only occur between adjacent layers. For 
example, a network structure which depicted in figure (1) shows such connection of neuron b 
directly to the output layer. Using the same procedure of defining a chromosome described in 
the [6], it can now be readily modified to include GS-GMDH networks. This is accomplished 
by repeating the name of the neuron which directly passing the next layers. In figure (1), 
neuron b in the input layer is connected to the output layer by directly going through the first 
and second hidden layer. Therefore, it is now very easy to notice that the name of output 
neuron (network's output) includes b twice as abacbbbb. In other words, a virtual neuron 
named bbbb has been constructed in the second hidden layer and used with abbc in the same 
layer to make the output neuron abbcbbbb as shown in the figure (1). It should be noted that 
such repetition occurs whenever a neuron passes some adjacent hidden layers and connects to 
another neuron in the next 2nd, or 3rd,or 4th,or … following hidden layer. In this encoding 
scheme, the number of repetition of that neuron depends on the number of passed hidden 
layers, ñ, and is calculated as ñ2 .  
      The incorporation of genetic algorithm into the design of such GMDH-type neural 
networks starts by representing each network as a string of concatenated sub-strings of 
alphabetical digits. The fitness, ( Φ ), of each entire string of symbolic digits which represents 
a GMDH-type neural network to model explosive cutting process is evaluated in the form: 
 

E
1=Φ                               (7) 

 
where E, is the mean square of error given by equation (6), is minimized through the 
evolutionary process by maximizing the fitness Φ .  
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Figure 2. Variation of centre deflection with input data 
 

4. GMDH-TYPE NEURAL NETWORK MODELLING OF EXPLOSIVE FORMING 
       

The parameters of interest in this multi-input single-output system that affect the centre 
deflection are dynamic yield stress, thickness and charge mass. There has been a total number 
of 43 input-output experimental data considering 3 input parameters, namely, dynamic yield 
stress, thickness and charge mass that are given in [9]. The structure of the evolved 2-hidden 
layer GMDH-type neural network is shown in figure (1) corresponding to the genomes 
representation of abacbbbb , in which a, b and c stand for dynamic yield stress, thickness, and 
charge mass, respectively. The very good behaviour of such GMDH-type neural network 
model is also depicted in figure (2).  
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c ac abac 
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Figure 4. Variation of hoop strain with input data 
 

The centre deflection is then used as an 
input for modelling of hoop strain and 
thickness strain in addition to the other 
important parameters. Such parameters of 
interest in this multi-input single-output 
system that affect the hoop strain and 
thickness strain are dynamic yield stress, 
thickness, charge mass, centre deflection 
and distance from centre. There has been a 
total number of 100 input-output 
experimental    data   for   hoop   strain  and  

thickness  strain  is  given  in  [9]. The very good behaviour of such GMDH-type neural 
network models are also depicted in fig. (3) and (4).   
 

5. CONCLUSION 
 

     Evolutionary methods for designing generalized GMDH-type networks have been 
proposed and successfully used for the modelling of the complex process of explosive 
forming. In this way, it has been shown that GMDH-type networks provide effective means to 
model the centre deflection, hoop strain and thickness strain. In this way, a new encoding 
scheme has been presented to genetically design GS-GMDH in which the connectivity 
configuration in such networks is not limited to adjacent layers, unlike the conventional 
GMDH-type neural networks. Such generalization of network's topology provides optimal 
networks in terms of hidden layers and/or number of neurons and their connectivity.   
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